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ABSTRACT
In this chapter, we propose a new approach to unsupervised text document categorization based on a coupled process of clustering and cluster-dependent keyword weighting. The proposed algorithm is based on the K-Means clustering algorithm. Hence it is computationally and implementationally simple. Moreover, it learns a different set of keyword weights for each cluster. This means that, as a by-product of the clustering process, each document cluster will be characterized by a possibly different set of keywords. The cluster dependent keyword weights have two advantages. First, they help in partitioning the document collection into more meaningful categories. Second, they can be used to automatically generate a compact description of each cluster in terms of not only the attribute values, but also their relevance. In particular, for the case of text data, this approach can be used to automatically annotate the documents. We also extend the proposed approach to handle the inherent fuzziness in text documents, by automatically generating fuzzy or soft labels instead of hard all-or-nothing categorization. This means that a text document can belong to several categories with different degrees. The proposed approach can handle noise documents elegantly by automatically designating one or two noise magnet clusters that grab most outliers away from the other clusters. The performance of the proposed algorithm is illustrated by using it to cluster real text document collections.

1 Introduction

Clustering is an important task that is performed as part of many text mining and information retrieval systems. Clustering can be used for efficiently finding the nearest neighbors of a document [BL85], for improving the precision or recall in information retrieval systems [Van89, Kow97], for aid in browsing a collection of documents [CKPT92], and for the organization of search engine results [ZEMK97], and lately for the personalization of search engine results [Mia99].

Most current document clustering approaches work with what is known as the vector-space model, where each document is represented by a vector
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in the term-space. The latter generally consists of the keywords important to the document collection. For instance, the respective Term Frequencies (TF) [Kor97] in a given document can be used to form a vector model for this document. In order to discount frequent words with little discriminative power, each term/word can be weighted based on its Inverse Document Frequency (IDF) [Kor97, Mia99] in the document collection. However, the distribution of words in most real document collections can vary drastically from one group of documents to another. Hence relying solely on the IDF for keyword selection can be inappropriate and can severely degrade the results of clustering and/or any other learning tasks that follow it. For instance, a group of “News” documents and a group of “Business” documents are expected to have different sets of important keywords. Now, if the documents have already been manually pre-classified into distinct categories, then it would be trivial to select a different set of keywords for each category based on IDF. However, for large dynamic document collections, such as the case of World Wide Web documents, this manual classification is impractical, hence the need for automatic or unsupervised classification/clustering that can handle categories that differ widely in their best keyword sets. Unfortunately, it is not possible to differentiate between different sets of keywords, unless the documents have already been categorized. This means that in an unsupervised mode, both the categories and their respective keyword sets need to be discovered simultaneously. Selecting and weighting subsets of keywords in text documents is similar to the problem of feature selection and weighting in pattern recognition and data mining. The problem of selecting the best subset of features or attributes constitutes an important part of the design of good learning algorithms for real-world tasks. Irrelevant features can significantly degrade the generalization performance of these algorithms. In fact, even if the data samples have already been classified into known classes, it is generally preferable to model each complex class by several simple sub-classes or clusters, and to use a different set of feature weights for each cluster. This can help in classifying new documents into one of the pre-existing categories. So far, the problem of clustering and feature selection have been treated rather independently or in a wrapper kind approach [AD91, KR92, RK92, JKP94, Sla94, KS95], but rarely coupled together to achieve the same objective.

In [FN00], we have presented a new algorithm, called Simultaneous Clustering and Attribute Discrimination (SCAD), that performs clustering and feature weighting simultaneously. When used as part of a supervised or unsupervised learning system, SCAD offers several advantages. First, its continuous feature weighting provides a much richer feature relevance representation than binary feature selection. Secondly, SCAD learns a different feature relevance representation for each cluster in an unsupervised manner. However, SCAD was intended for use with data lying in some Euclidean space, and the distance measure used was the Euclidean distance. For the special case of text documents, it is well known that the Euclidean dis-
tance is not appropriate, and other measures such as the cosine similarity or Jaccard index are better suited to assess the similarity/dissimilarity between documents.

In this chapter, we extend SCAD to simultaneous text document clustering and dynamic category-dependent keyword set weighting. This new approach to text clustering, that we call “Simultaneous KeyWord Identification and Clustering of text documents” or SKWIC, is both conceptually and computationally simple, and offers the following advantages compared to existing document clustering techniques. First, its continuous term weighting provides a much richer feature relevance representation than binary feature selection: Not all terms are considered equally relevant in a single category of text documents. This is especially true when the number of keywords is large. For example, one would expect the word “playoff” to be more important than the word “program” to distinguish a group of “sports” documents. Secondly, a given term is not considered equally relevant in all categories: For instance, the word “film” may be more relevant to a group of “entertainment” related documents than to a group of “sports” documents. Finally, SKWIC learns a different set of term weights for each cluster in an unsupervised manner.

We also extend the proposed approach to handle the inherent fuzziness in text documents, by automatically generating fuzzy or soft labels instead of single-label categorization. This means that a text document can belong to several categories with different degrees.

By virtue of the dynamic keyword weighting, and its continuous interaction with distance and membership computations, the proposed approach is able to handle noise documents elegantly by automatically designating one or two noise magnet clusters that grab most outliers away from the other clusters.

The organization of the rest of the chapter is as follows. In section 2, we present the criterion for “Simultaneous KeyWord Identification and Clustering of text documents” or SKWIC, and derive necessary conditions to update the term weights. In Section 3, we present an alternative clustering technique, Fuzzy SKWIC, that provides richer soft document partitions. In Section 4, we explain how our approach achieves robustness to outliers in the data set. In Section 5, we illustrate the performance of SKWIC in unsupervised categorization of several text collections. Finally, Section 6 contains the summary conclusions.

2 Simultaneous Clustering and Term Weighting of Text Documents

SCAD [FN00] was formulated based on Euclidean distance. However, for many data mining applications such as clustering text documents and other
high dimensional data sets, the Euclidean distance measure is not appropriate. In general, the Euclidean distance is not a good measure for document categorization. This is due mainly to the high dimensionality of the problem, and the fact that two documents may not be considered similar if keywords are missing in both documents. More appropriate for this application, is the cosine similarity measure, [Kor97],

$$S(O_i, O_j) = \frac{\sum_{k=1}^{p} y_{ik} \times y_{jk}}{\sqrt{\sum_{k=1}^{p} y_{ik}^2} \sqrt{\sum_{k=1}^{p} y_{jk}^2}}$$

(1.1)

In order to be able to extend SCAD’s criterion function for the case when another dissimilarity measure is employed, we only require the ability to decompose the dissimilarity measure across the different attribute directions. In this work, we will attempt to decouple a dissimilarity based on the cosine similarity measure. We accomplish this by defining the dissimilarity between document $x_j$ and the $\bar{p}^h$ cluster center vector as follows

$$\bar{D}_{w ei,j} = \sum_{k=1}^{n} v_{ik} D_{w e ij}^k,$$

(1.2)

which is the Weighted aggregate sum of Cosine-based distances along the individual dimensions, where

$$D_{w e ij}^k = \frac{1}{n} - (x_{jk}, c_{ik}),$$

(1.3)

$x_{jk}$ is the frequency of the $k^{th}$ term in document $x_j$, $c_{ik}$ is the $k^{th}$ component of the $\bar{p}^h$ cluster center vector, and $\bar{V} = [v_{ik}]$ is the relevance weight of keyword $k$ in cluster $i$. Note that the individual products are not normalized in (1.2) because it is assumed that the data vectors are normalized to unit length before they are clustered, and that all cluster centers are normalized after they are updated in each iteration.

SKWIC is designed to search for the optimal cluster centers, $C$, and the optimal set of feature weights, $\bar{V}$, simultaneously. Each cluster $i$ is allowed to have its own set of feature weights $V_i = [v_{i1}, \cdots, v_{in}]$. We define the following objective function:

$$J(C, \bar{V}; X) = \sum_{i=1}^{C} \sum_{x_j \in \mathcal{X}} \sum_{k=1}^{n} v_{ik} D_{w e ij}^k$$

$$+ \sum_{i=1}^{C} \sum_{k=1}^{n} v_{ik}^2,$$

(1.4)

subject to

$$v_{ik} \in [0, 1] \ \forall \ i, \ k; \ \text{and} \ \sum_{k=1}^{n} v_{ik} = 1, \ \forall \ i.$$  

(1.5)
The objective function in (1.4) has two components. The first component, is the sum of distances or errors to the cluster centers. This component allows us to obtain compact clusters. It is minimized when only one keyword in each cluster is completely relevant, and all other keywords are irrelevant. The second component in equation (1.4) is the sum of the squared keyword weights. The global minimum of this component is achieved when all the keywords are equally weighted. When both components are combined and \( \delta_i \) are chosen properly, the final partition will minimize the sum of intra-cluster weighted distances, where the keyword weights are optimized for each cluster.

To optimize \( J \), with respect to \( \mathbf{V} \), we use the Lagrange multiplier technique, and obtain

\[
J(\mathbf{A}, \mathbf{V}) = \sum_{i=1}^{C} \sum_{x_j \in X_i} ^{n} v_{ik} D^{k}_{w_{ij}} + \sum_{i=1}^{C} \delta_i \sum_{k=1}^{n} v_{ik}^2 - \sum_{i=1}^{C} \lambda_i \left( \sum_{k=1}^{n} v_{ik} - 1 \right),
\]

where \( \Lambda = [\lambda_1, \cdots, \lambda_C]^T \). Since the rows of \( \mathbf{V} \) are independent of each other, we can reduce the above optimization problem to the following \( C \) independent problems:

\[
J_i(\lambda_i, \mathbf{V}_i) = \sum_{x_j \in X_i} ^{n} v_{ik} D^{k}_{w_{ij}} + \delta_i \sum_{k=1}^{n} v_{ik}^2 - \lambda_i \left( \sum_{k=1}^{n} v_{ik} - 1 \right)
\]

for \( i = 1, \cdots, C \),

where \( \mathbf{V}_i \) is the \( i^{th} \) row of \( \mathbf{V} \). By setting the gradient of \( J_i \) to zero, we obtain

\[
\frac{\partial J_i(\lambda_i, \mathbf{V}_i)}{\partial \lambda_i} = \left( \sum_{k=1}^{n} v_{ik} - 1 \right) = 0, \quad (1.6)
\]

and

\[
\frac{\partial J_i(\lambda_i, \mathbf{V}_i)}{\partial v_{ik}} = \sum_{x_j \in X_i} D^{k}_{w_{ij}} + 2 \delta_i v_{ik} - \lambda_i = 0. \quad (1.7)
\]

Solving (1.6) and (1.7) for \( v_{ik} \), we obtain

\[
v_{ik} = \frac{1}{n} + \frac{1}{2 \delta_i} \sum_{x_j \in X_i} \left[ \frac{\sum_{x_j \in X_i} D^{k}_{w_{ij}}}{n} - D^{k}_{w_{ij}} \right]. \quad (1.8)
\]

The first term in (1.8), \( 1/n \), is the default value if all attributes/keywords are treated equally, and no discrimination is performed. The second term
is a bias that can be either positive or negative. It is positive for compact attributes where the distance along this dimension is, on the average, less than the total distance using all of the dimensions. If an attribute is very compact, compared to the other attributes, for most of the points that belong to a given cluster, then it is very relevant for that cluster. Note that it is possible for the individual term-wise dissimilarities in (1.3) to become negative. This will simply emphasize that dimension further and will result in relatively larger attribute weights $v_{ik}$ (see (1.8)). Moreover, the total aggregate dissimilarity in (1.2) can become negative. This also does not pose a problem because we partition the data based on minimum distance.

The choice of $\delta_i$ in equation (1.4) is important in the SKWIC algorithm since it reflects the importance of the second term relative to the first term. If $\delta_i$ is too small, then only one keyword in cluster $i$ will be relevant and assigned a weight of one. All other words will be assigned zero weights. On the other hand, if $\delta_i$ is too large, then all words in cluster $i$ will be relevant, and assigned equal weights of $1/n$. The values of $\delta_i$ should be chosen such that both terms are of the same order of magnitude. In all examples described in this chapter, we compute $\delta_i$ in iteration $t$, using

$$\delta_i^{(t)} = K_\delta \frac{\sum_{x_j \in \mathcal{X}_i} \sum_{h=1}^n v_{ik}^{(t-1)} (D_{w_{ij}}^{(t-1)})}{\sum_{k=1}^n (v_{ik}^{(t-1)})^2}. \quad (1.9)$$

In (1.9), $K_\delta$ is a constant, and the superscript $(t - 1)$ is used on $u_{ij}$, $v_{ik}$, and $c_{ik}$ to denote their values in iteration $(t - 1)$.

It should be noted that depending on the values of $\delta_i$, the feature relevance values $v_{ik}$ may not be confined to $[0,1]$. If this occurs very often, then it is an indication that the value of $\delta$ is too small, and that it should be increased (increase $K_\delta$). On the other hand, if this occurs for a few clusters and only in a few iterations, then we adjust the negative feature relevance values as follows:

$$v_{ik} \leftarrow v_{ik} + \left\lfloor \frac{\min_{k=1}^n v_{ik}}{v_{ik}} \right\rfloor \text{ if } v_{ik} < 0 \quad (1.10)$$

It can also be shown that the cluster partition that minimizes $J$ is the one that assigns each data sample to the cluster with nearest prototype/center, i.e.,

$$\mathcal{X}_i = \left\{ x_j | \tilde{D}_{w_{ij}} \leq \tilde{D}_{w_{ik}} \forall k \neq i \right\} \quad (1.11)$$

where $\tilde{D}_{w_{ij}}$ is the weighted aggregate cosine based distance in (1.2), and ties are resolved arbitrarily.

It is not possible to minimize $J$ with respect to the centers. Hence, we will compute the new cluster centroids (as in the ordinary SCAD algorithm [FN00]) and normalize them to unit length to obtain the new cluster centers. We obtain two cases depending on the value of $v_{ik}$.
Case 1: $v_{ik} = 0$

In this case the $k^{th}$ feature is completely irrelevant relative to the $i^{th}$ cluster. Hence, regardless of the value of $c_{ik}$, the values of this feature will not contribute to the overall weighted distance computation. Therefore, in this situation, any arbitrary value can be chosen for $c_{ik}$. In practice, we set $c_{ik} = 0$.

Case 2: $v_{ik} \neq 0$

For the case when the $k^{th}$ feature has some relevance to the $i^{th}$ cluster, the center reduces to

$$c_{ik} = \frac{\sum_{x_j \in X_i} x_{jk}}{|X_i|}.$$ 

To summarize, the update equation for the centers is

$$c_{ik} = \begin{cases} 
0 & \text{if } v_{ik} = 0, \\
\frac{\sum_{x_j \in X_i} x_{jk}}{|X_i|} & \text{if } v_{ik} > 0 
\end{cases} \quad (1.12)$$

Finally, we summarize the SKWIC algorithm below.

Simultaneous Keyword Identification and Clustering of text documents (SKWIC)

Fix the number of clusters $C$;
Initialize the centers by randomly selecting $C$ documents;
Initialize the partitions, $X_i$, using (1.11) and equal feature weights $(\frac{1}{n})$;
REPEAT
Compute $D_{wcij}^k = \frac{1}{m} - (x_{jk}, c_{ik})$
for $1 \leq i \leq C$, $1 \leq j \leq N$, and $1 \leq k \leq n$;
Update the relevance weights $v_{ik}$ by using (1.8);
Compute $\tilde{D}_{wcij}$ for $1 \leq i \leq C$, $1 \leq j \leq N$, using (1.2);
Update the cluster partition $X_i$ by using (1.11);
Update the centers by using (1.12);
Update $\delta_i$ by using (1.9);
UNTIL (centers stabilize);

The feature weighting equations used in SKWIC may be likened to the estimation and use of a covariance matrix in an inner-product norm-induced metric [GK79] in various statistical pattern recognition techniques. However, the estimation of a covariance matrix does not really weight the attributes according to their relevance, and it relies on the assumption that the data has a multivariate Gaussian distribution. On the other hand, SKWIC is free of any such assumptions when estimating the feature
weights. This means that SKWIC can be adapted to more general dissimilarity measures, such as was done in this chapter with the cosine-based dissimilarity.

3 Simultaneous Soft Clustering and Term Weighting of Text Documents

Documents in a collection can rarely be described as members of a single/exclusive category. In fact most documents will tend to straddle in their subject between two or more different subjects. Even manual classification is difficult and poor in this case, because each document is finally labeled into a single class, and this can drastically affect retrieval abilities once a classification model is built. Hard partitioning models such as K-Means and SKWIC are constrained to assign every document to a single cluster/category, and the final assignment is often poor in modeling documents that can be assigned to more than one category. Consequently they are expected to have limited capability for real large document collections.

In this section, we present a technique to provide a soft unsupervised categorization of a collection of documents. By soft, it is meant that a given document must not be confined to a single category.

It is known that for complex data sets containing overlapping clusters, fuzzy/soft partitions model the data better than their crisp/hard counterparts. In particular, fuzzy memberships are richer than crisp memberships in describing the degrees of belongingness of data points lying in the areas of overlap. Moreover, fuzzy partitions generally smoothen the surface of the criterion function in the search space, and hence, make the optimization process less prone to local or sub-optimal solutions. With a fuzzy partition, a data point \( x_j \) belongs to each cluster, \( \mathcal{X}_i \), to a varying degree called fuzzy membership \( u_{ij} \). A fuzzy partition, usually represented by the \( C \times N \) matrix \( U = [u_{ij}] \) is called a constrained fuzzy \( C \)-partition of \( X \) if the entries of \( U \) satisfy the following constraints [Bez81],

\[
\begin{align*}
& u_{ij} \in [0, 1] \quad \forall i \\
& 0 < \sum_{j=1}^{N} u_{ij} < N \quad \forall i, j \\
& \sum_{i=1}^{C} u_{ij} = 1 \quad \forall j.
\end{align*}
\]

(1.13)

Fuzzy-SKWIC is designed to search for the optimal cluster centers, \( C \), the optimal soft partitioning memberships, \( U \), and the optimal set of feature weights, \( V \), simultaneously. Each cluster \( i \) is allowed to have its own set of feature weights \( V_i = [v_{i1}, \ldots, v_{in}] \), and fuzzy membership degrees \( u_{ij} \) that define a fuzzy partition of the data set satisfying (1.13). We define the
following objective function:

\[
J(C, U, V; \mathcal{X}) = \sum_{i=1}^{C} \sum_{j=1}^{N} (u_{ij})^m \sum_{k=1}^{n} v_{ik} D_{w_{ij}}^k + \sum_{i=1}^{C} \sum_{k=1}^{n} \delta_i v_{ik}^2,
\]

subject to

\[
v_{ik} \in [0, 1] \quad \forall \ i, k; \quad \text{and} \quad \sum_{k=1}^{n} v_{ik} = 1, \forall \ i.
\]

The objective function in (1.14) has two components. The first component, is the sum of distances or errors to the cluster centers. This component allows us to obtain compact clusters. It is minimized when only one keyword in each cluster is completely relevant, and all other keywords are irrelevant. The second component in equation (1.14) is the sum of the squared keyword weights. The global minimum of this component is achieved when all the keywords are equally weighted. When both components are combined and \( \delta_i \) are chosen properly, the final partition will minimize the sum of intra-cluster weighted distances, where the keyword weights are optimized for each cluster.

To optimize \( J \), with respect to \( V \), we use the Lagrange multiplier technique, and obtain

\[
J(A, V) = \sum_{i=1}^{C} \sum_{j=1}^{N} (u_{ij})^m \sum_{k=1}^{n} v_{ik} D_{w_{ij}}^k + \sum_{i=1}^{C} \sum_{k=1}^{n} \delta_i v_{ik}^2 - \sum_{i=1}^{C} \lambda_i \left( \sum_{k=1}^{n} v_{ik} - 1 \right),
\]

where \( \Lambda = [\lambda_1, \cdots, \lambda_c]^T \). Since the rows of \( V \) are independent of each other, we can reduce the above optimization problem to the following \( C \) independent problems:

\[
J_i(\lambda_i, V_i) = \sum_{j=1}^{N} (u_{ij})^m \sum_{k=1}^{n} v_{ik} D_{w_{ij}}^k + \delta_i \sum_{k=1}^{n} v_{ik}^2 - \lambda_i \left( \sum_{k=1}^{n} v_{ik} - 1 \right)
\]

for \( i = 1, \cdots, C \),

where \( V_i \) is the \( i^{th} \) row of \( V \). By setting the gradient of \( J_i \) to zero, we obtain

\[
\frac{\partial J_i(\lambda_i, V_i)}{\partial \lambda_i} = \left( \sum_{k=1}^{n} v_{ik} - 1 \right) = 0,
\]

(1.16)
and
\[
\frac{\partial J_i(\lambda_i, \mathbf{v}_i)}{\partial v_{ik}} = \sum_{j=1}^{N} (u_{ij})^m D_{w_{ij}}^k + 2\delta_i v_{ik} - \lambda_i = 0.
\] (1.17)

Solving (1.16) and (1.17) for \( v_{ik} \), we obtain
\[
v_{ik} = \frac{1}{n} + \frac{1}{2\delta_i} \sum_{j=1}^{N} (u_{ij})^m \left[ \hat{D}_{w_{ij}} - D_{w_{ij}}^k \right].
\] (1.18)

The first term in (1.18), \((1/n)\), is the default value if all attributes/keywords are treated equally, and no discrimination is performed. The second term is a bias that can be either positive or negative. It is positive for compact attributes where the distance along this dimension is, on the average, less than the total distance using all of the dimensions. If an attribute is very compact, compared to the other attributes, for most of the points that belong to a given cluster (high \( u_{ij} \)), then it is very relevant for that cluster. Note that it is possible for the individual term-wise dissimilarities in (1.3) to become negative. This will simply emphasize that dimension further and will result in relatively larger attribute weights \( v_{ik} \) (see (1.18)).

The choice of \( \delta_i \) in equation (1.14) is important in the Fuzzy-SKWIC algorithm since it reflects the importance of the second term relative to the first term. If \( \delta_i \) is too small, then only one keyword in cluster \( i \) will be relevant and assigned a weight of one. All other words will be assigned zero weights. On the other hand, if \( \delta_i \) is too large, then all words in cluster \( i \) will be relevant, and assigned equal weights of \( 1/n \). The values of \( \delta_i \) should be chosen such that both terms are of the same order of magnitude. In all examples described in this chapter, we compute \( \delta_i \) in iteration \( t \), using
\[
\delta_i^{(t)} = \frac{1}{m} \sum_{j=1}^{N} \left( u_{ij}^{(t-1)} \right)^m \sum_{k=1}^{n} \frac{v_{ik}^{(t-1)}}{(v_{ik}^{(t-1)})^2} \left( D_{w_{ij}}^{k(t-1)} \right).
\] (1.19)

In (1.19), \( K_\delta \) is a constant, and the superscript \((t-1)\) is used on \( u_{ij}, v_{ik}, \) and \( \epsilon_{ik} \) to denote their values in iteration \((t-1)\).

It should be noted that depending on the values of \( \delta_i \), the feature relevance values \( v_{ik} \) may not be confined to [0,1]. If this occurs very often, then it is an indication that the value of \( \delta \) is too small, and that it should be increased (increase \( K_\delta \)). On the other hand, if this occurs for few clusters and only in few iterations, then we adjust the negative feature relevance values as follows:
\[
v_{ik} \leftarrow v_{ik} + \left\lfloor \min_{k=1}^{n} v_{ik} \right\rfloor \text{ if } v_{ik} < 0
\] (1.20)

Since the second term in (1.14) does not depend on \( u_{ij} \) explicitly, the update equation of the memberships is similar to that of the Fuzzy C Means, i.e.,
\[ u_{ij} = \frac{1}{\sum_{k=1}^{C} \left( \frac{\hat{D}_{w_{c_{ij}}}}{D_{w_{c_{ij}}}} \right)} \quad (1.21) \]

The component wise distance values \( D_{w_{c_{ij}}}^{k} \) in (1.3) can be negative, and hence the overall distance \( \hat{D}_{w_{c_{ij}}}^{k} \) in (1.2) can become negative, which can affect the sign of the fuzzy memberships in (1.21). Hence we adjust the negative distance values as follows:

\[ \hat{D}_{w_{c_{ij}}}^{k} \leftarrow \hat{D}_{w_{c_{ij}}}^{k} + \max_{i=1}^{C} \hat{D}_{w_{c_{ij}}}^{k} \quad \text{if } \hat{D}_{w_{c_{ij}}}^{k} < 0 \quad (1.22) \]

Finally, the update equation for the centers which take into account the soft memberships/partition is

\[ c_{ik} = \begin{cases} 0 & \text{if } v_{ik} = 0, \\ \frac{\sum_{j=1}^{N} (u_{ij})^{m} x_{jk}}{\sum_{j=1}^{N} (u_{ij})^{m}} & \text{if } v_{ik} > 0 \end{cases} \quad (1.23) \]

Finally, we summarize the Fuzzy-SKVIC algorithm below.

---

**Simultaneous Keyword Identification and Clustering of text documents (Fuzzy-SKVIC)**

- **Fix the number of clusters** \( C \);
- **Fix** \( m, m \in [1, \infty) \);
- **Initialize the centers by randomly selecting** \( C \) documents;
- **Initialize the fuzzy partition matrix** \( U \);

**REPEAT**
- **Compute** \( D_{w_{c_{ij}}}^{k} = \frac{1}{m} - (x_{jk} - c_{ik}) \)
  for \( 1 \leq i \leq C, 1 \leq j \leq N, \text{ and } 1 \leq k \leq n \);
- **Update the relevance weights** \( v_{ik} \) by using (1.18);
- **Adjust relevance weights** \( v_{ik} \) by using (1.20);
- **Compute** \( \hat{D}_{w_{c_{ij}}}^{k} \) for \( 1 \leq i \leq C, 1 \leq j \leq N, \text{ using (1.2)};
- **Adjust negative** \( \hat{D}_{w_{c_{ij}}}^{k} \) using (1.22);
- **Update the partition matrix** \( U^{(k)} \) by using (1.21);
- **Update the centers by using** (1.23);
- **Update** \( \delta_{i} \) by using (1.19);

**UNTIL** (centers stabilize) ;
4 Robustness in the Presence of Noise Documents

When there are several documents that do not form a strong consensus or cluster, i.e., they are neither similar to each other nor to any of the other compact clusters. Because our distance are confined in $[0, 1]$, all outlier documents will have a maximal distance of 1. Hence, their effect on the objective functions in (1.4) and (1.14) is limited. This means that they cannot drastically influence the results for other clusters. This limited influence, by definition, makes our approach robust in the face of outliers and noise. In essence, this is similar to using a $\rho()$ function in M-Estimators [Hub81, RL87].

Moreover, because the distance between outliers and all clusters is close to the maximal value of 1, if they happen to get assigned to any one of the clusters initialized with a seed that is close to the outliers, they will tend to pull all the keyword relevance weights to a low value in that cluster because of extreme averaging. This in turn will further bias the distance computations to this cluster to be small. As a result, this cluster will start acting like a magnet that continues to grab documents that are not very typical of any category towards it, and therefore keep growing. Only documents that are really similar to their cluster’s centroid will remain in their own clusters, and hence avoid to be pulled into the noise cluster. Consequently, designated noise magnet clusters will help in keeping the remaining clusters cleaner and their constituents more uniform.

We have observed the emergence of such noise magnets in every experiment that we performed.

5 Experimental Results

5.1 Simulation Results on 4-class Web Text Data

Simulation Results with Hard Clustering

The first experiment illustrates the clustering results on a collection of text documents collected from the World Wide Web. Students were asked to collect 50 distinct documents from each of the following categories: news, business, entertainment, and sports. Thus the entire collection consists of 200 documents. The documents’ contents were preprocessed by eliminating stop words and stemming words to their root source. Then the Inverse Document Frequencies (IDF) [Kor97] of the terms were computed and sorted in descending order so that only the top 200 terms were chosen as final keywords. Finally each document was represented by the vector of its document frequencies, and this vector was normalized to unit length. Using $C = 4$ as the number of clusters, SKWIC converged after 5 iterations, resulting in a partition that closely resembles the distribution of the docu-
ments with respect to their true categories. The class distribution is shown in Table 1.1. Table 1.2 lists the six most relevant keywords for each cluster. As can be seen, the collection of terms receiving highest feature relevance weights in each cluster reflected the general topic of the category winning the majority of the documents that were assigned to the cluster. In addition, these cluster-dependent keywords can be used to provide a short summary for each cluster and to automatically annotate documents.

The partition of the documents of Class 2 showed most of the error in assignment due to the mixed nature of some of the documents therein. For example, by looking at the excerpts (shown below) from the following documents from class 2 (entertainment) that were assigned to cluster 1 with relevant words relating to business as seen in Table 1.2, one can see that these documents are hard to classify into one category, and that the keywords present in the documents in this case have mislead the clustering process.

**Excerpt from Document 54:** ... The couple were together for 3-1/2 years before their highly publicized split last month. Now, their Ojai property is on the market for $2.75 million, the Los Angeles Times reported on Sunday. The pair bought the 10-acre Ojai property – complete with working avocado and citrus orchards – at the end of 1998. They also purchased a Hollywood Hills home for $1.7 million in June 1999, according to the Times....

**Excerpt from Document 59:**

... The recommendation, approved last week by the joint strike committee for the Screen Actors Guild (SAG) and the American Federation of Television & Radio Artists (AFTRA), would have to be approved by the national boards of the unions to go into effect – a process that would take a month to complete. “Part of this is motivated by the awareness of actors who have been egregious about performing struck work and part of it is trying to recognize the 99.999% of members who have stuck together on this,” SAG spokesman Greg Krizman said...

**Excerpt from Document 78:**

... The Oxford-based quintet’s acclaimed fourth release, “Kid A,” opened at No. 1 with sales of 207,000 copies in the week ended Oct. 8, the group’s Capitol Records label said Wednesday. The tally is more than four times the first-week sales of its previous album. The last Stateside No. 1 album from the U.K was techno act Prodigy’s “The Fat of the Land” in July 1997. That very same week, Radiohead’s “OK Computer” opened at No. 21 with 51,000 units sold. It went on to sell 1.2 million copies in the United States...

The above excerpts further illustrate the inherent fuzziness in categorizing text documents, as the shown documents straddle between the business and entertainment categories. In this case, it can be said that the baseline manual labeling was not accurate. Fuzzy or soft labels are desired for such documents, and these are illustrated in the next section.
TABLE 1.1. Distribution of the 50 documents from each class into the 4 clusters computed by SKWIC

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(business)</td>
<td>45</td>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>(entertainment)</td>
<td>9</td>
<td>31</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>(news)</td>
<td>1</td>
<td>1</td>
<td>47</td>
<td>1</td>
</tr>
<tr>
<td>(sports)</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>46</td>
</tr>
</tbody>
</table>

TABLE 1.2. Term relevance for the top six relevant words in each cluster computed by SKWIC

<table>
<thead>
<tr>
<th>Cluster # 1</th>
<th>Cluster # 2</th>
<th>Cluster # 3</th>
<th>Cluster # 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1$</td>
<td>$v_2$</td>
<td>$v_3$</td>
<td>$v_4$</td>
</tr>
<tr>
<td>0.028</td>
<td>0.031</td>
<td>0.009</td>
<td>0.013</td>
</tr>
<tr>
<td>compani</td>
<td>film</td>
<td>police</td>
<td>season</td>
</tr>
<tr>
<td>0.015</td>
<td>0.012</td>
<td>0.008</td>
<td>0.009</td>
</tr>
<tr>
<td>percent</td>
<td>star</td>
<td>state</td>
<td>york</td>
</tr>
<tr>
<td>0.010</td>
<td>0.010</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>share</td>
<td>dai</td>
<td>state</td>
<td>hat</td>
</tr>
<tr>
<td>0.009</td>
<td>0.009</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>market</td>
<td>peopl</td>
<td>sai</td>
<td>run</td>
</tr>
<tr>
<td>0.008</td>
<td>like</td>
<td>kill</td>
<td></td>
</tr>
</tbody>
</table>

Simulation Results with Soft Clustering

Using $C = 4$ as the number of clusters, and $m = 1.1$, Fuzzy-SKWIC converged after 27 iterations, resulting in a partition that closely resembles the distribution of the documents with respect to their true categories.

The class distribution is shown in Table 1.3 and the six most relevant keywords for each cluster are listed in Table 1.4. The highly relevant keywords (Top 2 or 3) are consistent with those obtained using the crisp version. The partition obtained using the fuzzy SKWIC (Table 1.3) is slightly better than the one obtained using the crisp SKWIC (Table 1.1). The partition of the documents of Class 2 still shows the same number of classification errors as in the crisp case. However, a careful examination of the misclassified documents shows that these documents have high membership degrees in more than one cluster, and thus should not be assigned one simple label. Thus, the class distribution in Table 1.3 would greatly improve if the groundtruth labeling was soft from the start. The following excerpt illustrates the soft labels which are automatically computed by Fuzzy SKWIC. They clearly show a documents which is Mostly about Entertainment, but Somewhat also relating to Business. Hence in addition to relevant keywords which provide a short summary for each cluster, Fuzzy SKWIC can generate a richer soft labeling of the text documents that can aid in retrieval.
Excerpt from Document 70 [soft labels: Business = 85% \((u_{oj} = 0.853)\), Entertainment = 14% \((u_{1j} = 0.140)\), News = 0.5% \((u_{2j} = 0.005)\), Sports = 0.3% \((u_{3j} = 0.003)\)]:

LOS ANGELES (Reuters) - Ifilm and Pop.com, the would-be Web site backed by film makers Steven Spielberg, Ron Howard and other Hollywood moguls, have ended talks to merge, according to an e-mail sent to Ifilm employees on Friday. ... “The companies will continue to enjoy many overlapping shareholder and personal relationships,” the memo said. Industry observers said the founders of Pop.com, which has never aired a single show or launched its Web site, are looking for a graceful exit strategy out of the venture, which has been plagued by infighting and uncertainty about the company’s direction and business plan...

<table>
<thead>
<tr>
<th>TABLE 1.3. Distribution of the 50 documents from each class into the 4 clusters computed by fuzzy SKWIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1 (business)</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>class 1</td>
</tr>
<tr>
<td>class 2</td>
</tr>
<tr>
<td>class 3</td>
</tr>
<tr>
<td>class 4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 1.4. Term relevance for the top six relevant words in each cluster computed by fuzzy SKWIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster # 1</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>(v_{i(h)})</td>
</tr>
<tr>
<td>0.029</td>
</tr>
<tr>
<td>0.016</td>
</tr>
<tr>
<td>0.011</td>
</tr>
<tr>
<td>0.010</td>
</tr>
<tr>
<td>0.008</td>
</tr>
<tr>
<td>0.008</td>
</tr>
</tbody>
</table>

5.2 Simulation Results on 20 Newsgroups Data

The second set of experiments is based on the 20 newsgroups data set [Pro93]. This data set is a collection of 20,000 messages, collected from 20 different newsgroups. One thousand messages from each of the twenty newsgroups were chosen at random and partitioned by newsgroup
name. The list of newsgroups from which the messages were chosen is shown in Table 1.5. The documents were first preprocessed: This included stripping each news message from the e-mail header and special tags, then eliminating stop words and finally stemming words to their root form using the rainbow software package [McC96]. Next, words were sorted based on their IDF values. Finally, The number of keywords was reduced by selecting them based on setting a minimum threshold on their sorted IDF values, so as not to exceed a maximum number of words. Since several documents end up with none of the words that were selected, these documents are not considered for clustering. We will first present a discussion of the results obtained on a subset of 2000 documents from the 20 newsgroups data set. This data set is called the mini newsgroup data set [McC96]. Then we discuss the results on the entire 20 newsgroups data set.

Simulation Results on Mini Newsgroups Data using SKWIC

After pre-processing, 449 words were selected based on IDF. Consequently, there were 1730 documents with at least one of these selected keywords. The documents were clustered by SKWIC into $C = 40$ clusters. Note that we arbitrarily chose this number because the actual messages may be categorized better with more clusters. In other words, there is no guarantee that the labeled documents really come from $K = 20$ different categories, since the labelling was done based on the newsgroup name. Moreover, there is no control over messages that may be sent to a particular newsgroup since their topic may differ from the majority in that newsgroup, or even be more similar to a completely different newsgroup.

Table 1.6 shows the class distribution of the 40 clusters discovered by SKWIC. The columns correspond to the class indices which can be mapped to a complete class description using Table 1.5. In general, each row shows one or a few large values, which indicates that the algorithm succeeds in partitioning the majority of same newsgroup documents into a few homoge-
nous clusters according to the specific nature of the documents.

Table 1.7 displays the cluster cardinalities, as well as the top 10 relevant keywords for each cluster, sorted in decreasing order of their relevance weights in each cluster. Note how the relevance weights may vary drastically between different clusters, and this has a significant effect on the weighted distance computations, and hence affect the final partitioning of the documents. By looking at which keywords have highest relevance in a given cluster, and their relevance values, it is possible to roughly deduce the nature of the newsgroup messages that fall into one particular cluster. For example some cluster keyword relevances seem to suggest a stream of discussions that are specific to either a certain event that occurred or to a particular issue that grabbed the attention of a subset of participants in a certain newsgroup. Consequently, it can also be seen how some of these clusters can be formed from documents from *distinct* newsgroups because the messages seemed to relate to similar issues that cross different newsgroups. Several such *mixed* clusters can be formed out of documents that cross the boundary between different politics groups, between different religion groups, and even between both politics and religion groups, ..., etc.

Table 1.6 shows some clusters that include documents from different, yet *related* newsgroups. For instance Cluster No. 3 seems to group several documents (61) from all 5 comp. newsgroups (but with the majority from the *comp.graphics* newsgroup), as well as the sci.electronics (8) and sci.med (6), but surprisingly also some from soc.religion.christian (7) and some from talk.religion.misc (7). Table 1.7 list the top 10 relevant keywords for this cluster which are indicative of the type of content in messages from the comp. and some of the sci. groups, but not necessarily the religion groups. For example, some of the sci.space documents assigned to this cluster speak about solar and lunar images, hence the affinity to graphics. Another message from the talk.religion.misc newsgroup, was assigned to cluster 3 because of some content relating to computers. It had the following quote in the sender's signature: "A system admin’s life is a sorry one. The only advantage he has over Emergency Room doctors is that malpractice suits are rare. On the other hand, ER doctors never have to deal with patients installing new versions of their own innards!" Here is an excerpt from another message from the talk.religion.misc newsgroup, that was assigned to cluster 3 because of the scientific rhetoric (which pulled it towards the comp. and sci. documents in cluster 3): "This, again, is a belief, not a scientific premise. The original thread referred specifically to "scientific creationism. This means whatever theory or theories you propose must be able to be judged by the scientific method...".

There were also several messages concentrating on a major event during that period (Waco's battle), that were assigned to Cluster No. 3, mainly because of the presence of one of the relevant keywords (*semi*). Here is one of the excerpts: "...in other words faith in a .357 is far stronger than faith in a God providing a miracle for his followers. Interesting..."
David Korresh was God, why couldn’t he use lightning instead of semi-automatic rifles?” This example illustrates a typical example where the same keyword (semi) may have different meanings depending on context.

Just like a cluster can group documents from several related newsgroups, a particular newsgroup may be split into two or more clusters according to the specific topic of the documents. For example, the rec.sport.hockey newsgroup is split over Clusters No. 20 and 21, as can be seen in Table 1.6. Cluster 20 contains more documents from the rec.sport.baseball group, while Cluster No. 21 is more specific of hockey. Table 1.7 reveals completely different keyword distributions and weights for these two clusters, indicating different topics.

Table 1.6 also shows some small clusters with documents from a few newsgroups. For instance, Cluster No. 38 has only 31 documents mostly from the three newsgroups, alt.atheism, soc.religion.christian, talk.politics.mideast. It indicates a more specific set of news messages. For example, here is an excerpt from a message from the talk.politics.mideast newsgroups that was assigned in cluster 38) because of the presence of religious words: “... and judgement it is. Until such time as it recognizes that *any* religiously based government is racist, exclusionary and simply built on a philosophy of ”separate but equal” second-class treatment of minorities, it will continue to be known for its bias. If Jewish nationalism is racism, so is Islam; anywhere where people are allotted ”different rights” according to race, religion or culture is ”racial”.

Some clusters (for instance Cluster No. 0 in Table 1.6) contain documents from almost all newsgroups. Careful examination of some of these documents revealed that most of them do not fit in any of the existing clusters. In fact, their topics are so scattered, that they do not form enough of a consensus to form valid clusters. Hence, they can be considered as noise documents that fall into a noise magnet cluster that attracts all noise documents that are not strongly typical of any of the other good clusters. These are documents that lie far away or barely on the border of other clusters (see Section 4). In fact Table 1.7 shows that the top 10 relevant keywords have equally low relevance weights. In general, the keywords, paired with their relevance weights can be used to infer an automatic (unsupervised) labeling of document clusters.

Finally we note that some documents are grouped together based solely on commonality of their keyword frequencies. The bag of words model is known to capture the semantics of text. It does not distinguish between different contexts sufficiently to be able to infer that even the same keyword may bear a different meaning. However this model is much less costly than alternative approaches based on Latent Semantic Analysis (LSA) which may be prohibitively costly for huge, dynamic text collections.

**Simulation Results with Fuzzy SKWIC**

Table 1.8 shows the class distribution of the 40 clusters discovered by Fuzzy-SKWIC, with the columns corresponding to the class indices with
TABLE 1.6. SKWIC Results: Distribution of the Mini Newsgroup documents from the 40 clusters into 20 Pre-labeled classes

| Cluster | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| 0       | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| 1       | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
| 2       | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |
| 3       | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |

complete descriptions listed in Table 1.5. Table 1.9 displays the cluster fuzzy cardinalities($\sum_{j=1}^{N} \mu_{ij}$), as well as the top 10 relevant keywords for each cluster, sorted in decreasing order of their relevance weights in each cluster. Table 1.8 shows a more homogenous class distribution per cluster, indicating a fewer number of documents that risk getting mislabeled in a cluster just because they lie on areas of overlap. This is because, fuzzy memberships develop the partition in a softer and more gradual manner, and hence avoid the early commitment of documents to a specific cluster, that occurs with hard 0 or 1 memberships. In fact, it is easier to recognize several meaningful clusters in Table 1.8 with generally larger number of documents from the same newsgroup, and verify that their relevant keywords, in Table 1.9, are more consistent with the newsgroup’s nature than corresponding crisp clusters in Table 1.6. For example compare the *sci.medical* cluster (No. 27 in both tables)'s relevant keywords. Other clusters which are easy to delineate include the two atheism clusters (Nos. 1 and 6), the politics.guns cluster (No. 18), the politics.misc cluster(No. 23), the politics.mideast cluster(No. 25), and the religion.christian cluster(No.
<table>
<thead>
<tr>
<th>Cluster</th>
<th>Core</th>
<th>Frequent words</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>1</td>
<td>225</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>2</td>
<td>34</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>3</td>
<td>180</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>4</td>
<td>42</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>5</td>
<td>175</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>8</td>
<td>31</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>9</td>
<td>45</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>11</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>12</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>13</td>
<td>45</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>14</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>15</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>16</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>17</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>18</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
<tr>
<td>19</td>
<td>120</td>
<td>how to (0.0086)</td>
</tr>
</tbody>
</table>
Soft memberships allow a document to belong to several clusters simultaneously, and hence provide a richer model in the areas of overlap. We will not show examples in this section, since we have already illustrated how Fuzzy-SKWIC succeeds in providing richer soft labeling for the Web documents in Section 5.1. What is worth mentioning in the fuzzy case, is that as a result of assigning soft membership degrees to the documents in each cluster, the noise documents which are roughly equally far from the majority of good clusters, get assigned similar soft memberships in all clusters. Hence they are discouraged from conspiring against one of the clusters as in the crisp partitioning framework, where they can acquire a whole membership of 1 in a given cluster because of arbitrary crisp assignment based on minimum (within \( \epsilon \)) distance. This means that, generally, noise documents will have almost equal memberships \( \frac{1}{k} \) in all clusters, hence their influence on good clusters is broken up into smaller equal pieces instead of a whole sum. Consequently, their net effect on the resulting partition and all estimated parameters (since everything is weighted by the memberships) gets diluted, and this is what makes our soft partitioning strategy more robust to noise. A direct consequence of this fact, is that there is no longer a big noise cluster grouping several documents from all newsgroups as in the crisp case (Cluster No. 3).

We note that despite the softness of the memberships, the clusters which are very homogenous in the nature of their documents, end up with almost crisp 0-1 memberships. Hence the crisp partition is a special case of soft partitioning that does emerge when there is no strong overlap between different clusters.

We have further performed clustering using unweighted keyword based techniques: K Means and the Fuzzy C Means, (both with cosine based distance) and have noticed that both crisp and fuzzy SKWIC tend to outperform their unweighted counterparts. For instance, the noise cluster that grabs documents from all different newsgroups gets even larger. To summarize, K Means lies on the least favorable side of the spectrum because it has no way of adapting different clusters to capture different relevance degrees in their keywords, nor different membership degrees of their documents. SKWIC is able to model different keyword relevance degrees depending on the cluster, but cannot model gradual degrees of membership of documents. The Fuzzy C Means fails to model different cluster-dependent keyword relevance degrees but can model gradual degrees of membership of documents. Hence both SKWIC and Fuzzy C Means have complementary but exclusive strengths that make them provide richer partition models. However, Fuzzy SKWIC lies on the most favorable side of the spectrum because it is able to provide both dynamic soft degrees in the keyword relevance values and in the cluster memberships, and can be thus considered to perform simultaneous partitioning in two different hyperspaces: the document space to capture spatial document organization, and the keyword space to capture...
TABLE 1.8. Fuzzy-SKWC Results: Distribution of the Mini Newsgroup documents from 40 clusters into 20 Prelabeled classes

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Class 6</th>
<th>Class 7</th>
<th>Class 8</th>
<th>Class 9</th>
<th>Class 10</th>
<th>Class 11</th>
<th>Class 12</th>
<th>Class 13</th>
<th>Class 14</th>
<th>Class 15</th>
<th>Class 16</th>
<th>Class 17</th>
<th>Class 18</th>
<th>Class 19</th>
<th>Class 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
</tbody>
</table>

context. The context can be inferred for each cluster because it is described in terms of several relevant keywords, and these keywords are further given importance degrees that vary with each cluster. The context stems mainly from the well known fact that it is easier to infer context from several keywords simultaneously, than from any single one of the keywords. The relevance weights are expected to further enrich the context description.

Simulation Results on the 16 Mini Newsgroup Data and Entire 20 Newsgroups Data

With the Mini Newsgroup data set in the previous section, we have noticed that there were several misclassified (or inconsistently assigned) documents that come from the four miscellaneous classes (Nos. 3, 7, 19, 20). Most of these documents have been assumed to have the same ground truth label (newsgroup name), but their contents do widely vary in topic, in a way that would make some of them more appropriately labeled with other newsgroup names. Therefore, we repeated all experiments after discarding documents from these 4 classes. This means that we removed most of the
<table>
<thead>
<tr>
<th>Cluster</th>
<th>Cored terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>max (0.2486), median (0.2486), slam (0.2486), training (0.2486), strategy (0.2486), theory (0.2486), precision (0.2486), process (0.2486), analysis (0.2486), model (0.2486)</td>
</tr>
<tr>
<td>2</td>
<td>gins (0.2532), gins (0.2532), gins (0.2532), gins (0.2532), gins (0.2532), gins (0.2532), gins (0.2532), gins (0.2532), gins (0.2532), gins (0.2532)</td>
</tr>
<tr>
<td>3</td>
<td>10 (0.2571), 10 (0.2571), 10 (0.2571), 10 (0.2571), 10 (0.2571), 10 (0.2571), 10 (0.2571), 10 (0.2571), 10 (0.2571), 10 (0.2571)</td>
</tr>
<tr>
<td>4</td>
<td>11 (0.2571), 11 (0.2571), 11 (0.2571), 11 (0.2571), 11 (0.2571), 11 (0.2571), 11 (0.2571), 11 (0.2571), 11 (0.2571), 11 (0.2571)</td>
</tr>
<tr>
<td>5</td>
<td>12 (0.2571), 12 (0.2571), 12 (0.2571), 12 (0.2571), 12 (0.2571), 12 (0.2571), 12 (0.2571), 12 (0.2571), 12 (0.2571), 12 (0.2571)</td>
</tr>
<tr>
<td>6</td>
<td>13 (0.2571), 13 (0.2571), 13 (0.2571), 13 (0.2571), 13 (0.2571), 13 (0.2571), 13 (0.2571), 13 (0.2571), 13 (0.2571), 13 (0.2571)</td>
</tr>
<tr>
<td>7</td>
<td>14 (0.2571), 14 (0.2571), 14 (0.2571), 14 (0.2571), 14 (0.2571), 14 (0.2571), 14 (0.2571), 14 (0.2571), 14 (0.2571), 14 (0.2571)</td>
</tr>
<tr>
<td>8</td>
<td>15 (0.2571), 15 (0.2571), 15 (0.2571), 15 (0.2571), 15 (0.2571), 15 (0.2571), 15 (0.2571), 15 (0.2571), 15 (0.2571), 15 (0.2571)</td>
</tr>
<tr>
<td>9</td>
<td>16 (0.2571), 16 (0.2571), 16 (0.2571), 16 (0.2571), 16 (0.2571), 16 (0.2571), 16 (0.2571), 16 (0.2571), 16 (0.2571), 16 (0.2571)</td>
</tr>
<tr>
<td>10</td>
<td>17 (0.2571), 17 (0.2571), 17 (0.2571), 17 (0.2571), 17 (0.2571), 17 (0.2571), 17 (0.2571), 17 (0.2571), 17 (0.2571), 17 (0.2571)</td>
</tr>
<tr>
<td>11</td>
<td>18 (0.2571), 18 (0.2571), 18 (0.2571), 18 (0.2571), 18 (0.2571), 18 (0.2571), 18 (0.2571), 18 (0.2571), 18 (0.2571), 18 (0.2571)</td>
</tr>
<tr>
<td>12</td>
<td>19 (0.2571), 19 (0.2571), 19 (0.2571), 19 (0.2571), 19 (0.2571), 19 (0.2571), 19 (0.2571), 19 (0.2571), 19 (0.2571), 19 (0.2571)</td>
</tr>
<tr>
<td>13</td>
<td>20 (0.2571), 20 (0.2571), 20 (0.2571), 20 (0.2571), 20 (0.2571), 20 (0.2571), 20 (0.2571), 20 (0.2571), 20 (0.2571), 20 (0.2571)</td>
</tr>
<tr>
<td>14</td>
<td>21 (0.2571), 21 (0.2571), 21 (0.2571), 21 (0.2571), 21 (0.2571), 21 (0.2571), 21 (0.2571), 21 (0.2571), 21 (0.2571), 21 (0.2571)</td>
</tr>
<tr>
<td>15</td>
<td>22 (0.2571), 22 (0.2571), 22 (0.2571), 22 (0.2571), 22 (0.2571), 22 (0.2571), 22 (0.2571), 22 (0.2571), 22 (0.2571), 22 (0.2571)</td>
</tr>
<tr>
<td>16</td>
<td>23 (0.2571), 23 (0.2571), 23 (0.2571), 23 (0.2571), 23 (0.2571), 23 (0.2571), 23 (0.2571), 23 (0.2571), 23 (0.2571), 23 (0.2571)</td>
</tr>
<tr>
<td>17</td>
<td>24 (0.2571), 24 (0.2571), 24 (0.2571), 24 (0.2571), 24 (0.2571), 24 (0.2571), 24 (0.2571), 24 (0.2571), 24 (0.2571), 24 (0.2571)</td>
</tr>
</tbody>
</table>

**Note:** The table above lists the top 10 relevant words in each cluster.
difficult cases so to speak. These include, i) documents that lie in areas of overlap or fuzziness between distinct categories, or (ii) documents that are simply outliers, and hence affect the purity of the resulting partition. After discarding the .misc classes, we noticed similar results in terms of the nature of the clusters, and the richer information provided by the cluster dependent keyword relevance weights, and soft partition. We also noticed a remarkable improvement in the purity of the partition with regard to cluster homogeneity, as compared to including the miscellaneous class documents.

One way to objectively assess the performance of a clustering algorithm when the class labels for $K$ classes are actually known, is based on the average entropy measure of all $C$ clusters, which is defined as follows

$$E = \sum_{i=1}^{C} \frac{N_i}{N} E_i,$$

where

$$E_i = \frac{1}{\log K} \sum_{k=1}^{K} \frac{N_i^k}{N_i} \log \frac{N_i^k}{N_i},$$

is the entropy of the $i^{th}$ cluster, $N_i$ is the size of the $i^{th}$ cluster, and $N_i^k$ is the number of documents from the $k^{th}$ class which are assigned to the $i^{th}$ cluster. Table 1.10 lists the entropies of the partitioning strategies used for the Mini and 20 Newsgroup data, depending on whether the 4 miscellaneous classes are removed.

With all the empirical results and theoretically based conclusions about the data sets used in this chapter in mind, the most important fact to remember is that in our nonideal world, real unlabeled text data tends to be of the challenging type discussed above. This in turn calls for sophisticated techniques that can handle these challenges.

We also note that with the 20 Newsgroups data set, as with almost any manually labeled benchmark document data set, errors in labeling abound (due to subjectivity in labeling, circumstantial reasons, or even noise documents that still end up with an invalid label). Also, documents that cross boundaries between different categories are very common, and always end up with an inadequate label. Hence it is extremely difficult to judge the quality of an unsupervised clustering technique based on any kind of classification accuracy or entropy measure. In fact, our experiments have showed that automatic labeling is often superior to manual labeling, except when identical keywords with different meanings are present. This is where keyword based clustering breaks down because it cannot deal with the semantics of content. For such cases, context can improve clustering results considerably, and this can be handled using Latent Semantic Indexing [DDF+90, BDJ99] for example.
TABLE 1.10. Average Entropies for different categorization strategies of the Newsgroup Data

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Mini Newsgroups</th>
<th>Mini Newsgroups</th>
<th>20 Newsgroups</th>
</tr>
</thead>
<tbody>
<tr>
<td>K Means</td>
<td>0.797</td>
<td>0.771</td>
<td>0.865</td>
</tr>
<tr>
<td>SKWIC</td>
<td>0.790</td>
<td>0.730</td>
<td>0.866</td>
</tr>
<tr>
<td>Fuzzy C Means</td>
<td>0.766</td>
<td>0.751</td>
<td>0.907</td>
</tr>
<tr>
<td>Fuzzy SKWIC</td>
<td>0.757</td>
<td>0.740</td>
<td>0.868</td>
</tr>
</tbody>
</table>

6 Conclusion

In this chapter, we presented a new approach that performs clustering and attribute weighting simultaneously and in an unsupervised manner. Our approach is an extension of the K-Means algorithm, that in addition to partitioning the data set into a given number of clusters, also finds an optimal set of feature weights for each cluster. SKWIC minimizes one objective function for both the optimal prototype parameters and feature weights for each cluster. This optimization is done iteratively by dynamically updating the prototype parameters and the attribute relevance weights in each iteration. This makes the proposed algorithm simple and fast.

Our experimental results showed that SKWIC outperforms K-Means when not all the features are equally relevant to all clusters. This makes our approach more reliable, especially, when clustering in high dimensional spaces, as in the case of categorizing text documents, where not all attributes are equally important, and where clusters tend to form in only subspaces of the original feature space. Also, for the case of text data, this approach can be used to automatically annotate the documents.

We have also presented a soft partitioning approach (Fuzzy SKWIC) to handle the inherent fuzziness in text documents, by automatically generating fuzzy or soft labels instead of single-label categorization. This means that a text document can belong to several categories with different degrees. The soft approach succeeds in describing documents at the intersection between several categories.

By virtue of the dynamic keyword weighting, and its continuous interaction with distance and membership computations, the proposed approach is able to handle noise documents elegantly by automatically designating one or two noise magnet clusters that grab most outliers away from the other clusters.

Compared to variants such as K Means and the Fuzzy C Means, Fuzzy SKWIC is able to provide both dynamic soft degrees in the keyword relevance values and in the cluster memberships, and can be thus considered to perform simultaneous partitioning in two different hyperspaces: the doc-
ument space to capture *spatial* document organization, and the keyword space to capture *context*. The context stems mainly from the well-known fact that it is easier to infer context from a consensus of *several* keywords simultaneously, than from any single one of the keywords. The relevance weights are expected to further enrich the context description.

Our results have also confirmed that Fuzzy SKWIC is most appropriate to use in cases where the document collection is *challenging*, meaning that it may be limited in terms of the number of documents, and the number of keywords used to infer the labels, and that it may include many *noise* documents and *mixed-topic* documents that blur the boundaries between clusters. Our *nonideal* world abounds with *unlabelled* text data that tends to be of the *challenging type*. Fuzzy SKWIC is one of the unsupervised classification techniques that can handle these challenges.

We also note that with the 20 Newsgroups data set, as with almost any manually labeled benchmark document data set, errors in labeling (due to noise documents, subjectivity, and mixed topic documents that cross boundaries between different categories) are very common. Hence it is extremely difficult to judge the quality of an unsupervised clustering technique based on any kind of classification accuracy or *entropy* measure. In fact, our experiments have showed that automatic labeling is often superior to manual labeling, except when identical keywords with different meanings are present. This is where keyword based clustering breaks down because it cannot deal with the semantics of content. For such cases, context can improve clustering results considerably, and this may be handled using Latent Semantic Indexing [DDF+90, BDJ99].

Since the objective function of SKWIC is based on that of the K-Means, it inherits most of the advantages of K-Mean-type clustering algorithms, such as ease of computation and simplicity. Moreover, because K-Means has been studied extensively over the last decades, the proposed approach can easily benefit from the advances and improvements that led to several K-Means variants in the data mining and pattern recognition communities. In particular, the techniques developed to handle noise [KK93, NK96, FK99, NK97], to determine the number of clusters [FK97], to cluster very large data sets [BFR98, FLE00], and to improve initialization [BF98, HOB99, NK00]. Future research includes investigating more scalable extensions that are not sensitive to initialization, and that can determine the optimal number of clusters. We also plan to explore context-dependent information retrieval based on a combination of Fuzzy SKWIC with concepts from fuzzy logic, particularly its ability to *compute with words*. 
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